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Abstract— Literature survey is most important for understanding and gaining much more knowledge about specific area of a subject.  In this 

survey on become an   important   topic   in effective analysis of modify expression data   due   to its wide application in the biomedical industry. 

Gene clustering is the process of grouping related genes in the same cluster is at the   foundation of different genomic studies that aim at 

analyzing the function of genes.K-means is a popular   clustering   algorithm   that requires a huge initial set to start the clustering. K-means is an 

unsupervised   clustering   method   which   does   not   guarantee convergence.  Numerous improvements to K-means have been done to make 

its performance better. Expectation Maximization is a statistical technique for maximum likelihood estimation using mixture models. It searches 

for a local maxima and generally converges very well.    The  proposed  algorithm combines  these  three algorithms  to  generate  optimum  

clusters which do not require a huge value of K and each cluster attains a  more  natural  shape  and  guarantee  convergence. Survival 

prediction is often accomplished by the TNM system that involves only three factors: tumor extent, lymph node involvement, and metastasis. 

Based on availability of large cancer datasets, it is possible to establish powerful prediction systems by using machine learning procedures and 

statistical methods. first briefly introduce the concepts of Clustering Techniques and discuss the basic elements of clustering on lung cancer data. 

The three benz mark algorithm of the most representative off-line clustering techniques,Expectation Maximization, fuzzy K-means clustering 

using Expectation Maximization, Fuzzy C- means clustering. The techniques are implemented and tested against a Lung Cancer Dataset.  The 

performance of the three techniques are presented and compared. 
 

Keywords— Expectation Maximization, Fuzzy K-Means, Fuzzy C-Means, Lung Cancer Overview and Images. 
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                          1. Introduction 
       

             At the conclusion of this lesson you should be able to:  
 Explain what and why we need Data Mining  
 Understand   the   difference   between   Data    

           Mining   and   KDD   in Databases 
       The past two decades has seen a dramatic 

increase in the amount of information or data being 
stored in electronic format. Data storage became as the 
availability of large amounts of computing power at low 
cost. There was also the introduction of new machine 
learning methods for knowledge representation based 
on logic programming   etc, in   addition   to   traditional 
statistical analysis of data. The new methods tend to be 
computationally intensive hence a demand for more 
processing power.  

         Database Management System (DBMS) gave 
access to the data stored but this was only a small part 
of what could be gained from the data.  Traditional  
Online  Transaction  Processing (OLTP) are good at 
putting data into databases quickly, safely and 

efficiently but are not good at delivering meaningful 
analysis.  

This is where Data   Mining   or   Knowledge   
Discovery   in   Databases (KDD) has obvious benefits 
for the enterprises. It allows extracting diamonds of 
knowledge from historical data and predicting 
outcomes of future situations.  

         Data  mining  has  been  defined  as  "The  
nontrivial  extraction  of  implicit, previously unknown, 
and potentially useful information from data".  

       Data Mining is briefly categorized into two 
models: Predictive and Descriptive. In turn, each model 
provides their nature specific tasks. These tasks are 
considered as the basic data mining tasks.  
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   2. Research Background 
 

Cancer is a class of diseases in which a cell, or a 
group of cells display uncontrolled growth (division 
beyond the normal limits), invasion (intrusion on and 
destruction of adjacent tissues), and sometimes 
metastasis (spread to other locations in the body via 
lymph or blood). These three malignant properties of 
cancers differentiate them from benign tumors, which 
are self-limited, and do not invade or metastasize. 

3. Expectation Maximization Algorithm 
The  authors  have  designed  an  Intrusion  response  

(IR) system  cooperating  with  IDS  using  mobile  
agents  distributed throughout the network, based on 
stigmergic properties. In [6], the   authors   introduced   
a   self-organized   ant   colony   based intrusion  
detection  system (ANTIDS)  to  detect  intrusions  and 
compares  its  performance  with  linear  genetic  
programming (LGP)  [7],  Support  vector  machines  
(SVM)  [8]  and  Decision Trees   (DT)   [9].   Other   
works   have   made   use   of   Multiple Adaptive   
Regression   Splines   (MARS)   [10].   In   [11],   the 
authors  have  compared  various  data  mining  
algorithms  for detecting  network  intrusions.   

The  authors  have  used  Naïve Bayes   algorithm   in   
building   a   network   intrusion   detection model  [12].  
In  [13],  the  authors  proposed  Bayesian  Belief 
network  (BBN)  with  genetic  and  simulated  annealing  
local search   in   order   to   build   an   efficient   
network intrusion detection    model.    Modeling    
intrusion    detection    system    using    hybrid 
intelligent  systems  is proposed  in  [15]. 

  In  this,  DT  and  SVM The authors     propose     
hierarchical     Gaussian     Mixture     Model (HGMM)  a  
novel  type  of  Gaussian  Mixture  which  detects 
network     based     attacks     as     anomalies     using     
statistical processing   classification   in   [18].   In   [19],   
the   authors   use automated feature weighting  for  
network  anomaly  detection.  

    They conclude  that  their  proposed  method  not  
only  increases the detection rate but also reduces false 
alarm rate as well. We believe  that  an  unsupervised  

clustering  approach  offers some advantages over 
supervised learning approaches. One of the main 
benefits is that new applications can be identified by 
examining the connections that are grouped to form a 
new cluster.   

    The   supervised   approach   can   not   discover   
new applications and can only classify network traffic  
for which it has    labeled    training    data.    This    
prompted    us    to    use unsupervised   clustering   
approach   in   building   an   efficient classifier for 
detecting anomaly based network intrusions. 
    Step 1:   
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Step 3:  
 
Maximization step:  
 
        It provide a new centroid of the parameters 
 

 
Step 4:  
 
Convergence step: 
 

   If the above current centroid values and previous 
centroid values are equal to finish  the iteration. 
Otherwise go to step 2  
 

4. Fuzzy K-Means Expectation Maximization 
Algorithm 
 

  Assigning   each   of   the   feature   vectors   to   the   
nearest random  seed  vector,  is  the  next  step,  and  it  

can  be  achieved by  computing  the  distance  between  
each  feature  vector  and  all   other   seed   vectors.   
Then   the   feature   vector   will   be assigned  to  the  
seed  vector  such  that  the  distance  between them  is  
the  shortest. Also,  each  time  an  assignment happens 
the  number  of  feature  vectors  assigned  to  that  seed  
vector will be  incremented.  All  seed  vectors  that  are  
the  centers  of empty clusters, or have fewer vectors 
that selected p vectors, are eliminated and K is reduced.  
 

Step 1:  
Compute Weighted Fuzzy Average  

 
Each   cluster   is   then   given   a  new   prototype  

with   the current  K,  and  that  would  be  the  weighted  
fuzzy  average  (WFA)  of  each  class,  by  initially  
taking  the sample  mean µ0  and   variance  σ 2 to   start   
the  process.  Then center a Gaussian over the current 
approximate WFA µ(r) and iterate as follows. 
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When eliminate the empty cluster, we get the selected 

previous vectors P, after that we go to EM algorithm  
 
Step 3:  
 
Initialization step: 
 
         

  
 

 
Where, 
  
 
Notation 

 
Descriptions 
 

 
K 
 
σ 
 
θ0 

 

µ 

 
  The current number of 
Gaussians 
The standard Deviation 
 
   0th    Iteration 
 
Mean Value 

 
 

Table 4.1 
Step 4:  
 
Expectation step: 
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Step 5:  
 
Maximization step:  
 

It provide a new centroid of the parameters 
 

 
 
Step 6: 
 
Convergence step: 

         If the above current centroid values and 
previous centroid values are equal to finish  the iteration. 
Otherwise go to step 4  
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]5. Fuzzy C-Means Clustering. 

Fuzzy C-Means (FCM) [31] is a method of Clustering 
which allows one piece of data to belong to two or more 
clusters. This method (developed by Dunn in 1973 and 
improved by Bezdek in 1981) is frequently used in 
pattern recognition.  It is based on minimization of the 
following objective function: 

 
Once again, the expression X = {x1, x2,…,xn} is a 

collection of data, where n is the number of data points 
and C = {c1,c2,…,cc} is the set of corresponding cluster 
centers in the data set X, where c is the number of 
clusters. uij is the membership degree of data xi to the 
cluster centre cj . Meanwhile, uij has to satisfy the 
following conditions: 

 

 

      U = ﴾uij ﴿n*c is a fuzzy partition matrix.   
Means the Euclidean distance between xi and cj. 
Parameter m is called the “Fuzziness Index”, it is used to 
control the fuzziness of membership of each datum. The 
value of m should be within the range m  [1, ∞]. There 
is no theoretical basis for the optimal selection of m, but 
value of m = 2.0 are usually chosen. Fuzzy partitioning 
is carried out through an iterative optimization of the 
objective function shown above, with the update of 
membership uRij Rand the cluster centers cRjR by: 

 

   Here in this step the iteration will be stopped 
when, , where ε is a 
termination criterion between 0 and 1, whereas 0Tk0T are the 
iteration steps. This procedure converges to a local 
minimum or a saddle point of 0TJRmR0T. 

The algorithm is composed of the following steps: 

1. Initialize U=[uRijR] matrix, U P

(0) 

2. At k-step: calculate the centers vectors C P

(k)
P=[cRjR] 

with U P

(k) 

 

 

3. UpdateU P

(k)
P,U P

(k+1) 
 

 

4. If  then STOP; otherwise return to step 2. 

                       6. Experimental Result Analysis.  
    A clustering method to form "natural" groups of 

the combinations. For reliable and easy interpretation in 
practice, we choose a hierarchical clustering approach.  
Figure 1 shows our final ensemble algorithm of 
clustering of cancer data (EACCD). Here the word 
ensemble refers to the sequence of the PAM procedures 
involved in the method. Early   issues   on   ensemble   
clustering   were   discussed in [4] from the perspective 
of evidence accumulation.  The work in [3] combined 
the K-means algorithm and linkage methods to form an 
ensemble method of discovering sample classes using 
gene expression profiles.  
      The evaluate the performance of the various 
proposed algorithms Expectation Maximization 
clustering, Fuzzy K-Means clustering  using Expectation 
Maximization and Fuzzy C-Means, these approaches 
were  implemented in MATLAB. The lung cancer data 
was used for our experiments. This is the real time data 
set. The Xie - Beni index was used as validation measure 
for comparative analysis.  The dataset is explained 
below. 

 

 

 

 

 

 

Table of Lung Cancer Data 
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    6.1 Validity Measures 

The validity indices [7] are used for measuring 
“goodness” of a clustering result comparing to other 
ones which were created by other clustering algorithms, 
or by the same algorithms but using different parameter 
values.  

If the number of clusters is not known prior to 
commencing an algorithm, the clustering validity index 
may also be used to find the optimal number of clusters 
[27].       Xie-Beni Validity Index is discussed in [27, 5] 
which measures the compactness and separation of 
clusters. 

 

    6.2  Xie - Beni Validity Measure 

     In this study, the Xie – Beni index has been chosen 
as the cluster validity measure because it has been 
shown to detect the correct number of clusters in several 
experiments [5]. This validation is the combination of 
two functions. The first calculates the compactness of 
data in different clusters. 

 
                Table Notation used in Validity Index 

 

Notations 

 

Validity Index 

k Number of clusters 

d Number of dimensions 

d(x, y) Distance between two data 

elements 

 Expected value in the 

jth dimension 

 Number of elements in ith cluster 

jth dimension 

 Number of elements in jth 

dimension in the whole data set 

 Centre point of the ith cluster 

 ith cluster 

  Number of elements in the ith cluster 

                          

Let S is the overall validity index be the compactness 
and s be the separation of the Brain Tumor dataset. The 
validity index expressed as: 

 

Where. 

 
And 

                                  S= (dmin) 2 

                                             

 Is the minimum distance between the cluster 
centers.Where n is the number of genes, k is the number of 
clusters, and  is the cluster centre of cluster Ci,  is taken 
as 0.5 for the elements. Smaller values p is indicate that the 
clusters are more compact and larger of s indicated the 
clusters are well separated. In this study, Xie- Beni validity 
index is used to validate the clusters obtained after 
applying the clustering algorithms. 

7. Comparative Analysis Based On Clusters 
   The comparative results based on Xie - Beni validity 

measure for all the depicted Gene expression data 
clustering algorithms for various Lung Cancer data sets 
taken for K= 5-clusters from the table.  

 
 
 
 
 
 
 
 
 
 
 

 
 

 

  Clustering 

Algorithm 

DATASETS ( XIE-BENI INDEX ) 

Adeno 

Carcinoma 

Squamous 

Carcinoma 

Large Cell 

Carcinoma 

Small  

Cell 

Carcinoma 
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Expectation 

Maximization 
2.4645 2.2755 3.0882 2.1032 

Fuzzy K-

Means using 

EM 

3.8058 3.4215 4.3458 3.2410 

Fuzzy C-

Means 
2.2468 2.4158 3.9421 2.4125 

                             Є = 0.04 

      The above table shows the comparative analysis 
for 5 clusters. Here the threshold value is 0.04 for the 
Expectation Maximization, Fuzzy K-Means using EM 
and Fuzzy C-Means clustering algorithms. In the above 
comparison table the Fuzzy K-Means using EM 
Clustering algorithm produces the better result 
compared to other algorithms 

 

     From the survey of above chart represent the 
comparative analysis of various approaches for K= 5 -
cluster. It can be observed from the chart that the Fuzzy 
K-Means using EM Clustering algorithm construct the 
enhanced outcome compared to other algorithms 

8. CONCLUSION 
 

          The paper reviews the problems with simple K-
means, and suggests improvements   to   the method. The 
Expectation Maximization is used to fit data better when 
the distribution  or  model  of  the  data  is  known.  When 
these two are  combined we will get a clustering  method 
that not  only  fits  the  number  of  clusters  but  also  tries  
to  make them compact  and  more  meaningful.  The 
Statistical techniques have been combined before with 
fuzzy logic theory and have shown to yield good  results. 
We are using the new   approach, the Gaussian   for   the   

clusters   fits   the   data   better using EM along with 
Fuzzy K-means.  

        Since  the  new  method  finds  results  for  small  
value  of  K selected  initially we can  argue that we 
reduce  the  number of iterations overall. Since we only 
use the centers chosen initially and get centroids for the 
data. The EM  can  still  perform  to  make  the  K-means  
work correctly,  since  EM  will  iterate  to  find  best  
centers  for  the given  data.    

        the comparative analysis of three clustering 
algorithms viz., Expectation Maximization, Fuzzy K-
Means using EM and Fuzzy C-Means clustering 
algorithms have been analyzed using the Xie-Beni index 
for measuring the validation to compact and well 
separated the clusters. This measure is used to find the 
minimum value in the clustering. The four different 
datasets i.e., Adeno, Squamous, Large and Small cell 
carcinoma treatment outcome have been used for 
comparative analysis.                
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